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2-Ch RAIDO (NVMe IP for Gen 4/NVMeG4-1P)
Demo Instruction
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1 Overview

This document describes the instruction to run 2-ch RAIDO demo by using NVMe-IP for Gen4 or
NVMeG4-IP. The demo is run on FPGA development board to access two NVMe Gen4 SSDs in a
RAIDO configuration. There are seven test menus for executing each command - Identify, Write,
Read, SMART, Flush, Secure Erase, and Shutdown command. The user can control the test
operation through FPGA console.

Before proceeding with the demo, please ensure that the FPGA board has been completely setup
according to the “dg_nvmeip_raidOx2_fpgasetup” document, which can be found at the following
link.

https://dgway.com/products/IP/NVMe-1P/dg_nvmeip_raid0Ox2 fpgasetup xilinx_en/

NVMe-IP for Gen4
IP name IP information liosals IP information
+++[NUMeIP for Gend| RAIDAX2 Test design [[IPVer = Z.1T[#++ _Rnlmaxz Test design [[1PUer = 2.11[+++

Waiting e Linkup
Waiting IP initialization PCle speed and aiting IP initialization
hi@1PCle Gend x4 Device Detect | number of lanes -~ NUMeGAIP RAIDBX2 menu ---
Chl1]PCle Gen4 x4 Device Detect [B) : Identify Command

[11 : Write Command
-—— NUMeIP for Gend RAID@x2 menu -—- [21 : Read Command Main menu
[@) : Identify Command [3]1 : SMART Command
[1]1 : Write Command [4] : Flush Command
[2] : Read Command - [5] : Secure Erase Command
[31 : SMART Command Main menu [6] : Shutdown Command
[4] : Flush Command I
[5]1 : Secure Erase Command
[6] : Shutdown Command

Figure 1-1 RAIDOx2 menu after finishing initialization

On welcome screen, the IP name and version number are displayed. When utilizing the NVMe-IP
for Gen4, the console will also present details regarding the PCle speed and the number of PCle
lanes. However, the NVMeG4-IP does not provide these details as it is specifically designed to
connect with a 4-lane PCle Gen4 SSD only.

Subsequently, the test menu will be displayed on the console, enabling users to select their
desired test operation by setting the input via the console.
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2 Test Menu

2.1

Identify Command

The Identify command is used to retrieve information about the NVMe SSD. To send the
Identify command, select ‘O’ from the console menu. Once the command operation is
completed, the console displays the following three pieces of information.

+++ Jdentify Command selected +++

h[B1Model Number : Samsung SSD 998 PRO 1TB
hl11Model Number : addlink M.2 PCIE G4x4 NUMe
AID Capacity= 2000LGB1

ecure Erase Command : Support

| NUMelIP for Gend RAII Model name, RAIDO capacity,
[@]1 : Identify Command |2and Secure Erase Command
[1]1 = Write Command support

[2] : Read Command

[3]1 = SMART Command

[4] : Flush Command

[S] : Secure Erase Command

[6]1 : Shutdown Command

Figure 2-1 Test result when executing Identify command

1) SSD model number : This value is decoded from Identify controller data of each SSD.

2) RAID capacity : This value is calculated by multiplying device capacity in
channel#0 by 2. Therefore, it is recommended to connect two SSDs for RAIDO.
Note: If the connected SSDs have different capacities, it is recommended to connect the
SSD with smaller capacity to Ch#0.

3) Secure Erase Command Support: This value is decoded from the Identify controller data
to show whether the SSD supports the Secure Erase command.

The RAIDO design supports only the SSD LBA Size of 512 bytes. If the connected SSDs use
different LBA Size values, a warning message shown in Figure 2-2 will be displayed. In such
cases, RAIDO controller hardware in HDL code must be modified.

arning : LBA Size Not Support!?

Unsupported LBA size is detected
]
‘Please Check Devicesl

Figure 2-2 Error message when LBA size does not support
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2.2 Write Command

The Write command is used to write data to the RAIDO. To execute the Write command,
select ‘1’ from the test menu.

¢ : User input
¢ : User output

PPt

+++ llpite Command selected +++ 1)
Enter Start Address (512 Byte) : @ - BxES8EBDBSF => (@] /Ej
Enter Length (512 Byte) : 1 - BxESBE@DB6O => BxiBBBBBBB
Selected Pattern [B1Inc32 [11Dec32 [21A11_@ [3]All_1 [41LFSR=>
13.331 [GB]
26.742 [GB] llnput parametersr
40.194 [GB]

Current transfer size

120.664 [GB]

134.112 1681 | Output performance ‘
otal = 137.438 [GB] , Time = 10258[ms] ., Transfer speed = 134BS[HB/S]I

— HUHelP for Gen4 RAIDBX2 menu ---
[B] : Identify Command

[11] : Write Command

[2] : Read Command

[3]1 : SMART Command

[4] : Flush Command

[5] : Secure Erase Command

[6]1 : Shutdown Command

Figure 2-3 Input and test result when executing Write command

The user needs to input three parameters.

1) Start Address: Specifies the start address to write the RAIDO as a 512-byte unit. The input
is in decimal unit when the user inputs only digits. The user can add “Ox” as a prefix for
hexadecimal units.

2) Transfer Length: Specifies the total transfer size as a 512-byte unit. The input is in
decimal unit when the user inputs only digits. The user can add “Ox” as a prefix for
hexadecimal units.

3) Test pattern: Used to select the test data pattern for writing to the RAIDO. The user can
choose from five patterns, including 32-bit incremental, 32-bit decremental, all 0, all 1,
and 32-bit LFSR counter.

Once all input parameters are validated, the write operation begins. The console displays
the current amount of written data every second to indicate that the system is still running.
Upon completion, the console shows the total size of data, time usage, and test speed as
the test results.

Note:

1. The performance of RAIDOx2 is approximately twice that of a single SSD. To achieve
optimal performance, it is recommended to use the same SSD model for all SSD channels.
However, if different SSD models are used in the system, the RAIDOx2 performance is
limited to two times of the performance of slower SSD.

2. The write performance of SSDs may decrease after long data transfer. In certain cases,
the performance can be restored by executing the Secure Erase command.
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64-bit header of

— —

48-bit LBA Address =0 0x0000

912-byte data

32-bit LFSR pattern

48-bi

LBA Address=1

Of f=et 0

182 3 4 5 617

8 9As B c DAE F| 0

1

2

3

4

5

0000000010

0000000020 02
0000000030 04
0000000040 09
0ooo00O0ODS0 12
0000000060 24
0000000070 49
0oooooo080 92

00000001D0  F3
00000001ED E7
00000001F0  CF

00 00 00 FF 03 00 00 FF FF 03 00 FD FF
00 00 00 FF 07 00 00 FF FF 07 00 FB FF
00 00 00 FF OF 00 00 FF FF OF 00 Fe FF
00 00 00 FF 1F 00 00 FF FF 1F 00 ED FF
00 00 00 FF 3F 00 00 FF FF 3F 00 DB FF
00 00 00 FF 7F 00 00 FE FF 7F 00 B6 FF
00 00 00 FF FF 00 00 FD FF FF 00 &D FF

24 49 12 C9 Be FF FF 25 C%9 Be FF 28 92
49 92 24 92 6D FF FF 44 92 6D FF 51 24
93 24 49 24 DB FE FF 94 24 DB FE A3 48

0000000200 [02

00 00 00 00 00 00 00| FD FF 00 00 FD FF

0000000210 04
0000000220 09
ooooo000230 12
0000000240 24
0000000250 49
0000000260 92
0000000270 B4
0000000280 49

0o
00
0o
00
00
00
01
02

0000000000 |OD 0D OO OO OO OOYOO OO |FF FF 00 UDlFF FF FF 00
01 00 00 0O FF 01 00 00 FF FF 01 00 FE FF FF 01

02

FF 03] 04
FF 07]09
FF 0F]12
FF 1F| 24
FF 3F| 49
FF 7F| 92
FF FF| 24

A4 ED|E7

9 DB|CF
2 B 9E

0o
0o
0o
0o
0o
00
0o
01

49
93
27

00

FC

01 00 00 00 0O 0O
0o

01

6
0o

7
0o

8 9 A B C D E F

FE FF

FF 00|03

0o

07
0OF
1F
3F
7F
FF
FF
FF

0o
0o
0o
0o
0o
0o
01
03

0o

0o

FE

FF

FF

0o

Figure 2-4 Example Test data of the 15t 512-byte of each SSD by using LFSR pattern

64-bit header of the
next 512-byte data

In the 2-ch RAIDO demo, the stripe size of RAIDO is set to 512 bytes. When using
incremental, decremental, and LFSR pattern, each 512-byte data block has a unique 64-bit
header which consists of a 48-bit address (in 512-byte unit) and a 16-bit zero value.
Following the header, the data block contains the test pattern selected by the user. When
using all-0 or all-1 pattern, the unique 64-bit header is not included.

In the RAIDO configuration, the first stripe is mapped to the first 512-byte of SSD#0, while
the second stripe of RAIDO is mapped to the first 512-byte of SSD#1, as shown in Figure

2-4.

[ Error inoat |
Error input

I

#++ WUrite Command selected +++

ress (512 Byte>
Invalid input

- |PxES8E@DBSF| => [8xFFFFFFFF
Out of range address ]

t++ Uprite Command selected +++

Enter Start Address (512 Byte)
12 Byte)

nvalid input

)

— BxESEGDBSF
— BxES8EADB6A

>
>

X

FFFFFFFF

Out of range leng

th\

+++ Uprite Command selected +++
Enter Start Address (512 Byte)
Enter Length (512 Byte>

n [B1Inc32 [11Dec32
Invalid input

(=L

- BxESBE@DBSF => @

1 - BxES8EGDB6B => Bx8008004
21A11 0 [3]A11_1 [41LFSR =>

|Invalid pattern |

Figure 2-5 Error message from the invalid input

Figure 2-5 shows an example when the input is out-of-range from the recommended range
for each parameter. The console displays “Invalid input’, and then the operation is
cancelled.
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2.3 Read Command

The Read command is used to read data from the RAIDO. To execute the Read command,
select ‘2’ from the test menu.

¢ : User input
¢ : User output

+++ Read Command selected +++ 1)

Enter Start Address (512 Byte) : @ - BxESBE@DBSF => (@] 2)
Enter Length (512 Byte> 1 - BxES8E@DB6A => —
Selected Pattern [B1Inc32 [11Dec32 [21A1l _@ [31A11_1 [4]LFSR=> 3)
15.825 [GB] 2/
38.858 [GBI ‘Input parameters |
45.091 [GB] .
I Current transfer size
120.259 [GB]
135.293 [GB] | Output performance | |
hntal = 137.438 [GB] , Time = 9142[ms] , Transfer speed = 15032[MB/s]

— HUHeIP for Gend4 RAIDBX2 menu ——-—
[@] Identify Command

[11] : Write Command

[2] : Read Command

[3]1 : SMART Command

[4]1 : Flush Command

[5]1 : Secure Erase Command

[6]1 : Shutdown Command

Figure 2-6 Input and test result when executing Read command

The user needs to input three parameters.

1) Start Address: Specifies the start address to read the RAIDO as a 512-byte unit. The input
is in decimal unit when the user inputs only digits. The user can add “Ox” as a prefix for
hexadecimal units.

2) Transfer Length: Specifies the total transfer size as a 512-byte unit. The input is in
decimal unit when the user inputs only digits. The user can add “Ox” as a prefix for
hexadecimal units.

3) Test pattern: Used to select the test data pattern for reading and verifying data from the
RAIDO. The test pattern must match the one used in the Write command menu. There are
five available patterns: 32-bit incremental, 32-bit decremental, all 0, all 1, and 32-bit LFSR
counter.

If all inputs are valid, the test system reads data from the RAIDO. While the operation is in
progress, the console displays the current amount of read data every second to indicate that
the system is still running. When the operation is completed, the console shows the total
size of data, time usage, and test speed.

Note:

1. The performance of RAIDOx2 is approximately twice that of a single SSD. To achieve
optimal performance, it is recommended to use the same SSD model for all SSD
channels. However, if different SSD models are used in the system, the RAIDOx2
performance is limited to two times of the performance of slower SSD.

2. Itis found that some SSDs shows varying performance characteristic when different test
patterns are utilized. For instance, the read performance is better when using all-zero
pattern compared to using an LFSR pattern.
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Verification error without cancellation \

#++ Read Command selected +++
Enter Start Address (512 Byte)
Enter Length (512 Byte)

Belected Pattern [@1Inc32 [1]Dec32 [2]“11 8 [31a11_1 [4]LFSR=>

| Message when verification is failed '—

: @ - BxEBE@DBSF => @

Verify fail
Lst Evror at Byte Addr = Bx000OA0R0
Expect Datal511:384] = BxPOAGAGAF_AAAAAABE EEGBEBBD _hRBpaRec
Expect Datal383:256] = BxB0AOAOEB_ARAARAGA_NRARARAT_NRBRGRGS
Expect Datal255:128]1 = BxPAPARGR7_ARAAGARG 0005 _AARARRA4
Expect Datal127:81] = BxPOABAAAI_@ 1 AppARAGA
Read Datal511:384] = BxPPRPRERG_ARAaaal 5] Baaaea
Read Datal383:256] = BxB0BPARAG_AAAARARG_PARARAAG_PRAARARA
Read Datal255:1281 = BxBPAPARAG_AAAANRARG_RARARARG_PRAARARA
Read Datal127:8] = BxPPAPAPRG_ARPARANA_PAPANANR_BRBRBRRe
ress any key to cancel operation

15.025 [GB]

30.058 [GB]

45.891 [GB]

1208.259 [GB]
135.292 [GB]

1 1 - BxESE@DB6D => Bx1808080( Wrong pattern

\ Verification error with cancellation

+++ Read Command selected +++
: @ - BxESEBDBSF => @

nter Start Address (512 Byte>
Length (512 Byte) : 1 - BxESE@DB6A =)> Bx1PPAAAGA

perected Pattern [E]Inc32 [11Dec32 [2]ﬂ11 _@ [31A11_1 [41LFSR=>[@ ]

Verify fail

st Error at Byte Addr
Expect Datal511:384]
Expect Datal383:2561
Expect Datal255:1281
Expect Datal127:81]
Read Datal511:3841
Read Datal383:2561
Read Datal255:1281

Bx0BAROAR

BxPBAPAAAF_APEPEARE_NARARAAD_BBABABAC
AxARARAAAB_ARARAARA_AARARRAT?_PRARAAAS
AxP0ARAAA7_0PRAEARG_AARAPEAS_0RARAAA4
AxPBARAAA3_AAAPRAR2 _RAPARARE_PRARABAR
AxARARAAAA_APARAARA_AARARARG_ARARAGAR
AxPBARAAAR_NARPEARA_RARARARE_ARRRARANA
AxARARAAAA_ARARAARA_AARARAAG_ARARARAA

Read Datal127:81 BxARRNRBAR_PARRARRAR ARRARAAR ARAARARG
Press any key to cancel operation r enters some keys to
15.0825 [GB1 cancel the operation

peration is cancelled
lease reset system hefore starting a new test

] when ration i ncell

=== NUeIP for Gend RAT DB, o 520¢ when operation is cancelled
: Identify Command

: Write Gommand

: Read Command

Total =

== NUMeIP for Gen4 RAIDBx2 menu --—-
(@] : Identify Command

[1] : Write Command

[2] : Read Command

[3]1 : SMART Command

[4] : Flush Command

[5]1 : Secure Erase Command

[6]1 : Shutdown Command

137.438 [GB] , Time = 9142[ms] , Transfer speed = 15B32[MB/s]
Output performance

= SMART Command

: Flush Command

: Secure Erase Command
: Shutdown Command

Figure 2-7 Data verification fails

In case of a failed data verification during Read command, an error message is displayed on
the console, as shown in Figure 2-7. The message “Verify fail” is displayed with information

about the first failure data, such as the error
value.

byte address, the expected value, and the read

To cancel the Read operation, the user can press any key(s). However, if the operation is not
cancelled, it will continue running until it finishes. Once it has finished, the output

performance is displayed on the console.

Though the operation is cancelled, the Read command continues running as a background
process and may not finish in a proper sequence. Therefore, it is recommended to power off
and then power on both the FPGA board and adapter board (if connected) after cancelling

the operation.
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2.4 SMART Command

Select ‘3’ to send a SMART command to the RAIDO. After the operation is completed, the
console will display the SMART/Health Information output (see Figure 2-8). This information
includes both the Health status and SMART log information.

+++ SMART Command selected +++ Data output decoded
from SMART command
++ chl@]
<{{ Health Status >> SSD#0
|Remaining Life : 908«
<{ SMART Log Information ChIB1 >>
ercentage Used : 18~
emperature : 30 Degree Celsius
otal Data Read : 118857 GB
otal Data Read (Raw data) : xARAPPARB_PRANPNAN_NRRRBBRA_BDD6A29F
otal Data UWritten : 59747 GB
otal Data Written (Raw data)> : BxPPBAVANA_PVRNRNON_NORRARBO_06F47ES5A
ower On Cycles : 338 Times
ower On Hours : 39 Hours
Unsafe Shutdowns : 142 Times
++ chll]
{{ Health Status >> SSo#
|[IRemaining Life = 78«
<< SMART Log Information ChI11 >>
ercentage Used : 22%
emperature : 24 Degree Celsius
otal Data Read : 223247 GB
otal Data Read (Raw data) : BxAARPPRRA_PPRNBNRN_NPRRRRBA_19 FCDD8A
otal Data lritten : 252162 GB
otal Data UWritten (Raw data) : Bx00PABRANE_BRANMABGA_0NKABARBMA_1DSABEDE
ower On Cycles : 1209 Times
ower On Hours : 246 Hours
nsafe Shutdowns : 641 Times
FHRRT Command Complete

Figure 2-8 Test result when executing SMART command

The Health status displays the remaining life of the SSD as a percentage, which is
calculated from the Percentage Used value in the SMART log information. The SMART log
information displays the following seven parameters.

1) Percentage Used: The percentage of the SSD'’s lifespan that has been consumed.

2) Temperature: The temperature of the SSD in degree Celsius.

3) Total Data: The total amount of data that has been read from the SSD, displayed in GB/TB
units. Additionally, the raw data without decoding is displayed as a 32-digit hex number
(128 bits). The unit size of raw data is 512,000 bytes.

4) Total Data: The total amount of data that has been written to the SSD, displayed in GB/TB
units. Additionally, the raw data without decoding is displayed as a 32-digit hex number
(128 bits). The unit size of raw data is 512,000 bytes.

5) Power On Cycles: The number of times the SSD has been powered on.

6) Power On Hours: The total amount of time in hours that the SSD has been powered on.

7) Unsafe Shutdowns: The number of times the SSD has experienced an unsafe shutdown.
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2.5

2.6

Flush Command

To initiate a Flush command on the RAIDO, select option ‘4’ from the menu. The Flush
command ensures that all modified data in the cache memory is written to Flash memory in
the SSD.

+++ Flush Command selected +++

Flush Command Complete lMessageaﬂer
L —— NUMeIP for Gend4 Ralp finishing the operation

[A]1 : Identify Command

[1] : Write Command

[2] : Read Command

[31 : SMART Command

[4] : Flush Command

[5]1 : Secure Erase Command

[61

Shutdown Command

Figure 2-9 Test result when executing Flush command

Once the Flush operation is completed, the consoled will display the message “Flush
Command Complete”.

Secure Erase Command

Select option ‘5’ to initiate a Secure Erase command to the RAIDO. Before the operation
starts, a confirmation message is displayed on the console, requesting the user to confirm
the command. The user must enter ‘y’ or ‘Y’ to continue with the operation or any other key
to cancel.

¢ : User input
¢ : User output

+++ Secure Erase Command selected  Confirmation massage
re you sure to erase a ata ¢ |

ress "y to conkirm ° E Press ‘y’ to|confirm

ecure Erase Command Complete |

Message after finishing
——— NUMelIP for Gen4 RAIDBx2 m{ the operation

[B] : Identify Command

[1]1 : Urite Command

[2] : Read Command

[3]1 = SMART Command

[4] : Flush Command

[5]1 : Secure Erase Command
[6] : Shutdown Command

Figure 2-10 Test result when executing Secure Erase command

Once the Secure Erase command is completed, the console displays the message “Secure
Erase Command Complete”.
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2.7 Shutdown Command

Select ‘6’ to send the Shutdown command to RAIDO.

¢ : User input
¢ : User output

—— NUMelIP for Gend4 RAIDBXx2 menu ———
[B] : Identify Command

[1] : Urite Command

[2]1 : Read Command

[3]1 = SMART Command

[4]1 : Flush Command

[S]1 : Secure Erase Command

[6]1 : Shutdown Command

Confirmation massage ‘

Press ‘y’ to confirm
Ehutdown command is conpletel

he device has turned off... [ 35t message before RAIDO
| and all SSDs become inactive

Figure 2-11 Test result when executing Shutdown command

A confirmation message will be displayed on the console, and the user will need to enter ‘y’
or ‘Y’ to proceed with the operation. Press any other key to cancel the operation

Once the Shutdown operation is completed, “Shutdown command is complete” will be

displayed as the final message. The console becomes inactive. To begin a new test
operation, the user will need to power off and on the test system.
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3 Revision History

Revision Date Description
1.3 26-Dec-23 Update performance and add Secure Erase Command
1.2 3-Aug-22 Support NVMe-IP for Gen4
1.1 20-Jul-21 Remove FPGA setup topic and update test result
1.0 8-May-20 Initial version release
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