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1 Overview
This document describes the instruction to run NVMe-IP 2-ch RAIDO demo on FPGA
development board for accessing two NVMe SSDs as RAIDO. The demo is designed to run

Identify, Write, Read, SMART, Flush, and Shutdown command. User controls test operation via
FPGA console.

After user finishes FPGA board setup following “dg_nvmeip_raid0x2_fpgasetup” document, main
menu is displayed. The user can set the input to the console for selecting test operation.

IP information
+++ est design |[IPUer = 4.3]1|+++
Ma |

iting PCle Linkup v oseie tinkup |

] ] 0] ] ] 0] 0] I
Maiting IP 1n1t1a11zat1on{“h”RADObusy|

Ch[@]PCle Gen3 x4 Device Detect
Ch[11PCle Gen3 x4 Device Detect PCle speed = Gen3 and

—— NUMelIP menu ——- PCle lane = 4 lanes
E?} : Ldentiéy Comgand

: WUrite Comman
[2] : Read Command [:annwnu
[3]1 : SMART Command
[4] : Flush Command
[5]1 : Shutdown Command

Figure 1-1 NVMe IP 2-ch RAIDO demo main menu
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2 Test Menu
2.1 Identify Command

Select ‘0’ to send ldentify command to RAIDO.

+++ Jdentify Command selected +++

Chl@1Model Number : Samsung SSD 978 PRO 512GB
Ch[11Model Number : Samsung SSD 978 PRO 512GB
RAID Capacity= 1024[GB]

——— NUMelIP menu ——
[a1 Identify Command
[11 Write Command

i Model name and RAIDO capacity

[2] : Read Command
[31 : SMART Command
[4] : Flush Command
[5]1 : Shutdown Command

Figure 2-1 Test result when running ldentify command

After finishing the operation, the SSD information output from Identify command is displayed.
The console shows two values.
1) SSD model number:  This value is decoded from Identify controller data of each SSD.

2) RAID capacity: This value is calculated by multiplying device capacity in
channel#0 by 2. Therefore, it is recommended to connect two SSDs which have the
same size.

When unsupported LBA size SSD is detected, the error message is displayed on the
console as shown in Figure 2-2

Note: In RAIDO design, LBA size of SSD must be equal to 512-byte. Other size can be
supported by modifying RAIDO controller hardware.

arning : LBA Size Not Support!?

Not supported LBA size is detected
]
‘Please Check Devicesl

Figure 2-2 Error message when LBA does not support
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2.2 Write Command

Select ‘1’ to send Write command to RAIDO.

¢ : User input
¢ : User output

+++ Urite Command selected +++ /?) .
Enter Start Address (512 Byte) : @ - Bx?73C255F => (2)
Enter Length (512 Byte) : 1 - Bx773C25608 =>|Hx80VABAA
Selected Pattern [B1Inc32 [11Dec32 [21A11_0 [31A11_1 [ = —
4.707 [GB] ) \%
9.379 [GB] Input test parameter

14.865 [GB] -

‘ )‘ Current transfer size

56.178 [GB]

60.867 [GB]

65.531 [GB1/ Output performance LI
fotal = 68.719 [GB] , Time = 14678I[ms] . Transfer speed = 4681[MB/s]

=== NUMelP menu ———

[A]1 : Identify Command
[1] : Write Command
[2] : Read Command

[31 : SMART Command
[4] : Flush Command
[5] : Shutdown Command

Figure 2-3 Test result when running Write command

User inputs three parameters as follows.

1) Start Address: Start address to write RAIDO in 512-byte unit. The input is decimal unit
when the input is only digit number. User can add “Ox” to be a prefix for hexadecimal unit.

2) Transfer Length: Total transfer size in 512-byte unit. The input is decimal unit when the
input is only digit number. User can add “Ox” to be a prefix for hexadecimal unit.

3) Test pattern: Select test data pattern for writing RAIDO. There are five patterns, i.e., 32-bit
incremental, 32-bit decremental, all-0, all-1, and 32-bit LFSR counter.

When all inputs are valid, the operation begins. During writing data, current transfer size is

displayed on the console every second to show that system is still alive. Finally, total size,
total time usage, and test speed are displayed on the console as a test result.
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£—64-bit header of each sector—>

48-bit LBA Address =0  0x0000 32-bit LFSR pattern 48-bit LBA Address = 1
Offset | O 2 3 45 6% & oha Rk D E F o 142 3 4 5 6 7 8 9 a B CDEF
0000000000|[0 00 00 00 00 0of[00 00 |[01 00 00 oofoz 00 00 00 [@1 00 00 00 00 00 00 00 02 00 00 00 04 00 00 0O
0000000010| 04 00 00 00 09 00 00 00 12 00 00 00 24 00 00 OO 09 00 00 00 12 00 00 OO0 24 00 00 00 49 00 00 00
0000000020| 49 00 00 00 92 00 00 00 24 01 00 00 49 02 00 OO 92 00 00 00 24 01 00 00 49 02 00 00 92 04 00 00
0000000030| 92 04 00 00 24 09 00 00 49 12 00 00 92 24 00 00 24 09 00 00 49 12 00 00 92 24 00 00 24 49 00 00
0000000040| 24 49 00 00 49 92 00 00 92 24 01 00 24 49 02 00 49 92 00 00 92 24 01 00 24 49 02 00 49 92 04 00
0000000050| 49 92 04 00 92 24 09 00 24 49 12 00 49 92 24 00 92 24 09 00 24 49 12 00 49 92 24 00 93 24 49 00
48-bit LBA Address = 2 48-bit LBA Address = 3
0000000120| A0 E18CE 74 41 C3 8D E9 83 86 1B D3 06 OD 37 A6 41 348D ES 83 86 1B D3 06 OD 37 A6 OC 1A 6E 4C
00000001BO| OC 1A|6E 4C 18 34 DC 98 30 68 BS 31 60 DO 70 63 18 34|DC 98 30 68 B8 31 60 DO 70 63 CO AD E1 C6
00000001C0| CO AD|E1 C6 81 41 C3 8D 03 83 86 1B 07 06 OD 37 81 41|C3 8D 03 83 86 1B 07 06 OD 37 OF OC 1A BE
00000001D0| OF OC|1A 6E 1F 18 34 DC 3F 30 68 B8 7F &0 DO 70 IF 18(34 DC 3F 30 68 B8 7F 60 DO 70 FF CO A0 E1
00000001EQ| FF CO|A0 E1 FF 81 41 €3 FE 03 83 86 FD 07 06 0D FF 81[41 C3 FE 03 83 86 FD 07 06 0D FA OF OC 1A
00000001FO| FA OF [0C 1A F4 IF 18 34 ES 3F 30 68 D3 7F 60 DO F4 1F |18 34 E9 3F 30 68 D3 7F 60 DO A7 FF CO A0
00000002002 00 00 00 00 00 00 00 04 00 00 00 09 00 00 0o | |3 00 00 00 00 00| 00 00 07 OO 00 OO0 OF 00 00 0O
0000000210| 12 00 00 00 24 00 00 OO0 49 00 OO0 OO0 92 OO0 00 OO 1F 00 00 00 3F 00 00 00 7F 00 00 00 FF 00 00 00
Disk#0 Disk#1

Figure 2-4 Example Test data of the 15t 512-byte of each SSD by using LFSR pattern

The stripe size in 2-ch RAIDO demo is 512-byte. For incremental, decremental, or LFSR
pattern, each 512-byte data has unique 64-bit header which consists of 48-bit address (in
512-byte unit) and 16-bit zero value. The data after 64-bit header is the test pattern which is
selected by user. The 1% stripe of RAIDO is mapped to the first 512-byte of SSD#0 while the
2"d stripe of RAIDO is mapped to the first 512-byte of SSD#1, as shown in Figure 2-4. The
unigue header is not included when running all-0 or all-1 pattern.

+++ Urite Command selected +++

Fnigt_gggzi_ﬂ?dress (512 Byte>
Invalid input

Error input

Out of range address
: @ —[@x?73C255F |=> [@xFFFFFFFF

+++ Ypite Command selected +++
Enter Start Address (512 Byte)
Enter Length (512 Byte>
fnvalid input]

8 - =) @ Out of range length
1 —Iﬂx77302563|=> AxFFFFFFFF

+++ Yprite Command selected +++
Enter Start Address (512 Byte)
Enter Length (512 Byte>)

Fglggggﬂ_ﬁg;ﬁrrn [B1Inc32 [11Dec32 i2
Invalid input

Figure 2-5 Error message from the invalid input

@ - @x??3C255F => @ _
1 - Bx?73C2560 => @x8000AAA Invalid pattern |
1A11_0@ [31A11_1 [41LFSR=> 5]

Figure 2-5 shows the example when the input is not in the recommended range for each
parameter. The console displays “Invalid input” and then the operation is cancelled.
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2.3 Read Command

Select ‘2’ to send Read command to RAIDO.

¢ : User input
¢ : User output

+++ Read Command selected +++
Enter Start Address (512 Byte)
Enter Length (512 Byte> 1 - Bx?773C2568 =
Selected Pattern [A1Inc32 [11Dec32 [2]1A11_0 [3]1All1_1 [4 4]
6.768 [GB] 3)
13.525 [GB1 Input test parameter\‘
20.290 [GB]

@ - Bx??3C255F =>|@)

(= LT

Current transfer size

54.111 [GB]
60.874 [GB]

67.638 [GB] Output performance L‘
fotal = 68.719 [GB] , Time = 1815%9Ims] , Transfer speed = 6763L[MB/s]

=== NUMelP menu ——

[B] : Identify Command
[1] : Write Command
[2]1 : Read Command
[31 : SMART Command
[4] : Flush Command
[5]1 : Shutdown Command

Figure 2-6 Input and result of Read Command menu

User inputs three parameters as follows.

1) Start Address: Start address to read SSD as 512-byte unit. The input is decimal unit when
the input is only digit number. User can add “0x” to be a prefix for hexadecimal unit.

2) Transfer Length: Total transfer size as 512-byte unit. The input is decimal unit when the
input is only digit number. User can add “Ox” to be a prefix for hexadecimal unit

3) Test pattern: Select test data pattern to verify data from RAIDO. Test pattern must be
matched with the pattern using in Write Command menu. There are five patterns, i.e.,
32-bit incremental, 32-bit decremental, all-0, all-1, and 32-bit LFSR counter

Similar to Write command menu, test system starts reading data from RAIDO when all inputs
are valid. During reading data, current transfer size is displayed on the console every
second to show that system is still alive. Total size, total time usage, and test speed are
calculated and displayed after finishing data transferring.
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Figure 2-7 shows error message when data verification is failed. “Verify fail” is displayed with

the information of the 1%t failure data, i.e., the error byte address, the expected value, and
the read value. User can press any key(s) to cancel read operation or wait until finishing

Read command. Without cancelling the operation, the read operation runs until finishing and

then displaying the performance on the console as a test result.

When cancelling the operation, the read command still runs as the background process. So,
the operation does not complete in the good sequence. It is recommended to power-off/on

AB18/AB16 and then presses “RESET” button to restart system.

Verification error without cancellation

+++ Read Command selected +++
Enter Start Address <512 Byte) : B - Bx7?73C255F => 0@
Enter Length (512 Byte) : 1 - B8x?773C2568 => Ax80000
Selected Pattern [B1Inc32 [11Dec32 [2]A11_0 [31A11_1 [41LFSR=>|1
Wrong pattern

erify fail

st Error at Byte Addr
xpect Datal255:1281
xpect Datal127:81]

x00ANAANAa
BxFFFFFFF8_FFFFFFF?_FFFFFFFA_FFFFFFFB
BxFFFFFFFC_FFFFFFFD_BA000000_000A0000
ead Datal255:1281 AxABA7?FFFF_FFF80004_0A0A3FFFF_FFFCAMA2
ead Datal127:81] #x0801 FFFF_FFFEB001_A0000000_00000000
ress any key to cancel operation

. 1
13.526 [GB]

Message when
verification is failed

28.29r [GB1]

54.115 [GB]

60.880 [GB]

67.646 [GB] \ Output performance
hotal = 68.719 [GB] ., Time = 10158Ims] . Transfer speed = 6764[MB/s]

NUMelIP menu ——

[A] : Identify Command
[1] : Write Command
[2] : Read Command

[31 : SMART Command
[4] : Flush Command
[5]1 : Shutdown Command

Verification error with cancellation

+++ Read Command selected +++
Enter Start Address <512 Byte)
Enter Length (512 Byte>

Selected Pattern [B1Inc32 [11Dec32

8 - Bx?7?73C255F
1 - Bx773C2560
21a11_6

> 0
=> Bx8000NAA
[3]1A11_1 [4]1LFSR=> 1

=L

Uerify fail

1st Error at Byte Addr
Expect Datal255:1281]
Expect Datal127:01
Read Datal255:1281
Read Datal127:801]

Press any key to cancel operation

#xAARRARnA

@xFFFFFFF8_FFFFFFF9?_FFFFFFFA_FFFFFFFB
@xFFFFFFFC_FFFFFFFD_00000000_00000000
Ax0ABA7FFFF g%

@x@0081 FFFF_I User enters some keys to

cancel the operation

] =
peration is cancelled
lease reset system before starting a new test

NUMeIP menu ———

[B] : Identify Command

[1] : Write Command

[2] : Read Command

[3]1 = SMART Command

[4] : Flush Command

[S] : Shutdown Command
29-Jun-23

Message when operation is cancelled ‘

Figure 2-7 Data verification is failed
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2.4 SMART Command

Select ‘3’ to send SMART command to RAIDO.

+++ +++
SHART Command selected Data output decoded from SMART
++ chl@] command (SSD Channel#0)
< Health Status >>
emaining Life = 97«
< SMART Log Information >>
ercentage Used H 4
emperature : 28 Degree Celsius
otal Data Read : 41886 GB
otal Data Read (Raw data) : IxPPAPPNPPN_PANPNRNG_PPRNNNPA_P4EA3866
otal Data lUritten = 52321 GB
otal Data UWritten (Raw data) : Bx0000AA0_MARRANOAA_A0MRRRAB_0617306C
ower On Cycles : 1431 Times
ower On Hours : 184 Hours
nsafe Shutdowns : 742 Times
++ chii] Data output decoded from SMART [
< Health Status >> command (SSD Channel#1)
emaining Life : 98z
< SMART Log Information >>
ercentage Used : 2%
emperature : 28 Degree Celsius
otal Data Read : 45648 GB
otal Data Read (Raw data) : BxPPAPRANPN_PANPRANA_PRRnAnna_n5501CDD
otal Data Written : 47900 GB
otal Data Written (Raw data) : Bx00000HA0_NANANOAA_00BRANAB_AS593732A
ower On Cycles : 1145 Times
ower On Hours : 144 Hours
nsafe Shutdowns : 580 Times

SMART Command Complete

-7 NUMeIP menu ———
Figure 2-8 Test result when running SMART command

After finishing the operation, SMART/Health Information (output from SMART command) of
two SSDs are displayed, as shown in Figure 2-8. The console shows Health status and
SMART log information. The Health status shows the remaining life of the SSD in percent
unit which is calculated from Percentage Used in the SMART log information.

The SMART log information shows seven parameters as follow.

1) Percentage Used: Display SSD usage in percent unit.

2) Temperature in °C unit.

3) Total Data Read decoded as GB/TB unit. Additionally, raw data without decoding is
displayed in 128-bit hexadecimal unit. The unit size of raw data is 512,000 bytes.

4) Total Data Written decoded as GB/TB unit. Additionally, raw data without decoding is
displayed in 128-bit hexadecimal unit. The unit size of raw data is 512,000 bytes.

5) Power On Cycles: Display the number of power cycles.

6) Power On Hours: Display period of time in hours to show how long the SSD has been
powered on.

7) Unsafe Shutdowns: Display the number of unsafe shutdowns of SSD

29-Jun-23 Page 8



dg_nvmeip_raidOx2_instruction_en
2.5 Flush Command

Select ‘4’ to send Flush command to RAIDO

+++ Flush Command selected +++

Flush Command Complete

Message after
finishing the operation

——— NUMelP menu ———

[A] : Identify Command
[1]1 : Write Command
[2] : Read Command
[3]1 : SMART Command
[4] : Flush Command
[5]1 : Shutdown Command

Figure 2-9 Test result when running Flush command

“Flush Command Complete” is displayed after finishing Flush operation.

2.6 Shutdown Command

Select ‘5’ to send Shutdown command to RAIDO.

——— NUMelIP menu ——-
[B] : Identify Command
[1] : Write Command
[2]1 : Read Command

[3]1 : SMART Command
[4] : Flush Command
[5]1 : Shutdown Command

+++ Shutdown Command selected

| Confirmation massage ‘

+++

Are you sure you want to shutdown the device now ?

ress 'y’ to confierm :

Press ‘y’ to confirm ‘

hutdown command is complete |

Fhe device has turned off...

Last message before NVMe-IP
and SSD are inactive status

Figure 2-10 Test result when running in Shutdown command

The confirmation message is displayed on the console. User enters ‘y’ or ‘Y’ to continue the
operation or enters other keys to cancel the operation.

After finishing Shutdown operation, “Shutdown command is complete” is displayed on the
console as the last message. Main menu is not displayed anymore. User needs to power
off/on the test system to start new test operation.
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3 Revision History

Revision Date Description
1.0 9-Oct-17 Initial version release
2.0 26-Jun-20 Remove FPGA setup from the document
2.1 30-Mar-21 Update SMART log information
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